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ABSTRACT

The field of delay tolerant networking is rich with proto-
cols that exploit node mobility to overcome unpredictable
or otherwise bad connectivity. The performance of many of
these protocols is highly sensitive to the underlying mobil-
ity model which determines the nodes’ movements, and the
characteristics of these mobility models are not often studied
or compared. With few exceptions, authors test their ideas
using mobility models implemented on simulators written
for the specific purpose of testing their protocols. We argue
that it is better to unify these simulations to one highly ca-
pable simulator. We develop a suite of mobility models in
OMNeT++ that specifically target delay tolerant networks.
We also present a series of metrics that can be used to reason
about mobility models independent of which communication
protocols and data traffic patterns are in use. These metrics
can be used to compare existing mobility models with future
ones and also to provide insight into which characteristics of
the mobility models affect which aspects of protocol perfor-
mance. We implement a tool that derives these metrics from
OMNeT++ simulations and implement several popular de-
lay tolerant mobility models. Finally, we present the results
of our analysis.

Categories and Subject Descriptors

1.6.7 [Simulation Support Systems]; C.2.1 [Network
Architecture and Design]: Store and forward networks

Keywords
Mobility Models, Delay Tolerant Networks, OMNeT++

1. INTRODUCTION

Delay tolerant networks (DTNs) are steadily gaining pop-
ularity in the research community for their ability to provide
connectivity, or a semblance of connectivity, in “challenged”
networking environments. Examples of these environments
include (1) urban networks in which opportunistic meetings
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between cars and buses can be used to transfer messages
from disconnected portions of the network to areas with In-
ternet access [8]; (2) rural networks in which villages have
reliable connectivity between local hosts but have unreliable
connections to the wider world [22]; (3) networks of sensors
that collect and share information about animal movement
and behavior [15]; and (4) networks in which roving au-
tonomous robots provide connectivity or message ferrying
capabilities in disruption-tolerant environments [21, 3]. In
all of these networks, connections appear and disappear on
an unpredictable schedule, are sometimes only available for
a very short amount of time, and the source and destina-
tion of any given end-to-end communication may never be
directly connected.

These different types of environments have their own set
of challenges, and solutions have been developed for many
of them. However, often these solutions are sensitive to the
movement patterns of the underlying nodes and rely on a
particular vision of how the mobile nodes behave. Many
papers make use of the random waypoint mobility model,
which is not the best interpretation of node movement since
real nodes rarely behave in a completely random fashion [11,
30]. Random waypoint does have benefits: it is mathemat-
ically analyzable and easy to implement. Thus, it is easy
for researchers to test their own algorithms using it, which
makes results between papers comparable. In many other
cases, the mobility models used in one paper are never seen
again, and it is difficult or impossible to reason about how
the characteristics of the mobility model would affect the
performance of a different routing algorithm or protocol.

Most research in the area of delay tolerant networking re-
lies on simulation to validate ideas since real-world deploy-
ments are often either very expensive or impossible. The
results of these simulations are obviously sensitive to the
level of realism in the simulators, many of which do not
implement a realistic radio model or networking stack.

There is also an issue of cross-paper comparability—re-
searchers often create their own simulators to test their al-
gorithms, and it can be very difficult to compare a new algo-
rithm with existing ones unless you implement it on a variety
of simulators. In the same way, it is difficult to make use
of existing mobility models. In this paper, we argue that
it is important to have a standard suite of DTN mobility
models that can be made available to researchers. Since we
want to make it easy for others to use our mobility models
and to contribute new ones, we chose to implement them
in OMNeT++ [27], a widely available and capable open-
source simulator. To justify this decision, we later demon-



strate that the performance of OMNeT++ for large-scale
simulations is within acceptable bounds. We provide OM-
NeT++ implementations of several popular mobility mod-
els (Section 3). Additionally we create a statistical analysis
package for OMNeT++ that greatly extends the capabilities
of the simulator and provides insight into the characteristics
of the mobility models independent of the overlying commu-
nication protocols (Section 4). These statistics can provide
insight into how different mobility models affect ad-hoc or
DTN routing algorithms and other higher layer protocols.
Due to the modular nature of OMNeT++4, authors of new
mobility models do not have to make any changes to their
code to use our statistics package and benefit from the in-
formation it provides. Finally, we provide the metrics by
which different mobility models can be compared, and we
present our analysis of the mobility models we implemented
(Section 5). Section 6 gives future work and concludes.

2. BACKGROUND

Related work can be divided into two categories: work on
mobility models seeking to increase their realism, and work
on simulators aimed at gathering information on existing
scenarios to provide insight into the characteristics of mo-
bility models and how they affect the performance of routing
protocols.

2.1 Modeling Mobility

Communication in a Delay Tolerant Network is often fa-
cilitated by the mobility of the devices, as it is through
their movement that initially unreachable hosts become con-
nected. Messages are delivered to initially unreachable de-
vices by waiting for a direct contact opportunity or by for-
warding the messages between reachable devices with the
aid of DTN routing algorithms. A number of the routing al-
gorithms proposed are agnostic towards the device mobility
patterns [10, 26, 29], however as the DTN community rec-
ognizes the impact of mobility on performance, a number of
algorithms have been proposed that attempt to enhance de-
livery and network efficiency by using the non-random mo-
bility patterns in the environment to make better routing
decisions [17, 18].

With mobility dependent protocols being developed, a
wide variety of mobility models have been proposed to try
and capture more realistic movement patterns based on an-
ticipated scenarios. Many of the models attempt to capture
the social patterns of human mobility, while others explore
transportation systems and animal mobility. Lindgren et
al. [17] propose a community modeled as a set of grid posi-
tions that nodes switch between, with a home grid position
assigned to each device and a central gathering grid com-
mon to all devices; nodes move primarily between home and
the central gathering place. The Working Day Movement
Model [7] is a more sophisticated model with many of the
same ideas, while also adding a time scale to switch be-
tween sub-mobility models and locations for home, work,
and evening activities. A variety of transportation methods
are available between the locations as well. The Community
Based Mobility Model [19] represents the social dynamics
between hosts as a graph with weighted edges indicating
the strength of interaction between hosts and determines
movement between grid positions based on the affinity to
interact with the hosts currently located there. The authors
from [28] use both the Fixed Route Campus Bus Model and

Area-Based Random Waypoint Model for evaluation. The
bus model simulates a network of buses traveling between
fixed points on a college campus, with data transferred be-
tween buses when they are stopped at the same location.
The Area-Based Random Waypoint model assigns a specific
sub-area to each host within which the nodes move accord-
ing to standard random waypoint mobility model with no
restrictions made on how the host’s areas overlap. The Ob-
stacle Mobility Model [11] models the obstructions that exist
in the environment, and determines the paths used to move
around them. The mobility patterns of zebras have been
studied as well [15].

While the previous models proposed were created in an
attempt to model reality, an alternate approach is to collect
real world mobility statistics for a network and build mod-
els that fit the patterns observed from the collected data.
Traces have been taken at a variety of locations and then
used either as direct inputs for mobility to a simulation,
or used to generate a synthetic mobility model matching
the characteristics of the trace data [5, 31, 24]. Developing
models from contact traces can be difficult, as the precision
of the position and contact information collected limit the
granularity in which mobility can be detected, limiting the
ability to capture fine-grained mobility characteristics.

2.2 Simulating Mobility

The seminal work on comparing different mobility models
with the intent of providing insight into how different models
affect routing performance compared several random mod-
els with Reference Point Group Mobility, a Gauss-Markov
model, a city section mobility model, and many others) [4].
However, the statistical analysis methods have not been ap-
plied to mobility models developed more recently, several
of which exhibit greater degrees of realism. Baumann, et
al. developed a Generic Mobility Simulation Framework
(GMSF) [2] for the purpose of comparing different mobility
models aimed at vehicular communication networks. GMSF
is capable of exporting simulation traces to a variety of dif-
ferent formats such as ns-2 and Qualnet and collects a num-
ber of statistics that can be used to reason about the mo-
bility models. GMSF can also handle a number of different
radio propagation models. However, GMSF omits a number
of statistics that are important to delay tolerant networks
such as network partition sizes and memberships. We also
note that researchers who desire to make use of GMSF’s
analysis, but desire a more realistic radio model or a more
capable simulator (such as ns-2, or Omnet) are then forced
to run their mobility models first through GMSF, then ex-
port traces to their choice of second-stage simulator. This is
not necessarily the best method since it introduces an addi-
tional dependency, and small changes to the mobility model
become more cumbersome to enact. It is also uncertain how
small differences in each simulator’s interpretation of node
movement and radio connectivity affect the results. We ar-
gue that it is better to collect statistics for both mobility
and communication in a single simulator simultaneously.

Our desire to collect comprehensive statistics to character-
ize the differences between mobility models is by no means
unique. BonnMotion [6] implements several popular mobil-
ity models including Random Waypoint, Gauss-Markov, the
Manhattan Grid Model, and the Reference Point Group Mo-
bility model and provides a comprehensive statistical anal-
ysis of each. However it is not a simulator, but rather a



trace generator and mobility model analysis tool. It would
be difficult to implement any kind of routing algorithm on
it, and it has a very naive uniform disk radio model.

Kerénen and Ott’s ONE simulator is another capable and
popular DTN simulator [16]. It allows for city maps to be
used to generate realistic city movement models and im-
plements several popular delay tolerant routing algorithms.
However, it does not include a realistic radio model, nor
does it include any kind of network stack. DTNSim [10] and
DTNSim?2 [14] suffer from the same problems.

2.3 Motivation

Given the existing work on mobility models, we answer
two fundamental questions that drive the remainder of the
work reported in this paper.

Why a networking stack? A realistic network stack
is important for several reasons. First, it allows researchers
to simulate real applications which expect certain transport
and network protocols to be present in order to function,
and thus it allows the simulator to model the interaction
between higher layer protocols and the DTN. The ability to
directly simulate higher layer protocols prevents researchers
from making invalid assumptions about protocols’ potential
behavior. Second, there is evidence that real DTN deploy-
ments will handle a mixture of TCP/IP protocols and DTN
protocols and that routing in such networks will consist of
a hybrid of existing ad hoc networking protocols and new
DTN protocols [20]. Allowing both to coexist in the simu-
lator is the first step to understanding their interactions.

Why use OMNeT++47? In our initial search for a capa-
ble simulator with native mobility support, we came across
several possibilities: GloMoSim [1], ns-2 [13], ONE [16], and
DTNSim2 [14]. While simulators like ONE are very fast,
easy to use, and provide great support for defining mobility
models based on real-world scenarios, they lack much of the
functionality available in more capable simulators like Glo-
MoSim, ns-2, or OMNeT++. While OMNeT++ by itself is
not as versatile as ns-2 or GloMoSim, the inclusion of the
INET framework (an optional, but fully supported add-on)
makes it one of the most capable simulators. OMNeT-++
with the INET framework has a full TCP/IP network stack,
and our initial experience with it is very positive—it is highly
modular, very powerful, and easy to use. The architecture
of OMNeT++ allows users to change radio models, rout-
ing protocols, applications, and virtually any component of
the simulation without recompiling. It is written in C++,
and thus much of the code needed to implement new proto-
cols in OMNeT++ is re-usable for implementing the same
protocols on real nodes.

3. SAMPLE DTN MOBILITY MODELS

In addition to the random waypoint mobility model, we
implemented three DTN-specific mobility models to evalu-
ate the mobility statistics package we developed. It is not
our goal in this work to evaluate the accuracy of the models
as implemented, but instead to ensure that they capture the
spirit of the intended mobility patterns, and evaluate how
the statistics gathered from our framework can allow these
models to be compared using metrics meaningful to DTN
performance.

Figure 1: Village Mobility example

3.1 Zebra Mobility

Our implementation of zebra mobility is based on the Ze-
braNet paper [15], which gives detailed information regard-
ing the specific mobility habits of zebras. Each zebra in the
model moves independently in a landscape composed of rect-
angular grazing areas and watering holes. A zebra’s general
movement pattern is a random waypoint search for a grazing
area, interspersed with periodic trips to a watering hole. In
searching for a grazing area, zebras use the roaming mode, in
which they move faster and across longer distances follow-
ing the random waypoint model. Once a zebra finds a graz-
ing area, it enters grazing mode, moving slower and across
shorter distances between each movement. The speed for
grazing and roaming is set by a base grazing speed, with a
constant speedup factor for roaming. After each movement
in a grazing area, the zebra randomly decides to continue
grazing or return to the roaming mode, selecting a random
position among the landscape as the next destination. Each
zebra has a hunger parameter, which determines the likeli-
hood for the zebra to continue grazing.

The mobility within grazing areas is modeled after ob-
served patterns [15]. After each movement, the distance of
the next movement and a change of heading angle is selected.
The distribution of the distances between movements was
shown to be bimodal, with the two peaks having means of
3.1 and 13 meters. This is approximated by drawing values
with equal likelihood from normal distributions using the
same means and a variance of 1.0. Intuitively, this means
grazing movement results in either short or mid-range move-
ments with equal likelihood. The angular change from one
movement to the next is similarly drawn from a normal dis-
tribution centered at 60° with a variance of 1.0. All distri-
butions are truncated to remove values less than zero, with
the angular values truncated above 180°.

Each zebra also regularly visits a watering hole by main-
taining a timer that causes the zebra to move directly to a
watering hole at roaming speed. After reaching the water,
the zebra resumes roaming mode in search of a grazing area.

3.2 Village Mobility

A village mobility scenario consists of the villages and
people who inhabit them. The villages are dispersed in the
landscape, with villages below a threshold distance from
each other directly connected by roads. These roads cre-
ate a transportation network by which people can move be-
tween villages. Figure 1 shows an example network of vil-
lages and the movement of people between them. The circle
surrounding a village represents its area; people within the
village move in this circle, and the areas of nearby villages



can overlap.

Each person (host) is initially assigned and randomly
placed within a home village that it remembers throughout
the simulation. The number of hosts assigned to a village
can be used to set its radius size, creating larger areas for
higher populations. Village populations also influence the
choice of village destinations, described next.

A host chooses between three options when picking its
next destination. The host chooses to move to its home vil-
lage, stay at the current village by picking a random position
within its area, or randomly visit a non-home village. If a
host chooses its home village, and it is already there, it picks
a position within its radius as well. Parameters are used to
modify the likelihood of the different options.

When moving to a different village, any village that has a
connected path through the road network is a valid choice,
with Dijkstra’s shortest path algorithm used to determine
the path of roads and villages to traverse to reach the final
destination. The choice of the next village can be completely
random, or instead weighted proportionally to its population
size. A move to a new village comprises a number of separate
movements. When moving from village to village, the host
must first move to the road entrance at the edge of the village
which connects the villages together. From there, it moves
straight along the road to the next village, and repeats the
process if additional hops through villages are necessary.

All movement within a village is done by walking at a set
speed, but hosts travelling between villages can also use bi-
cycles and cars traveling at higher speeds. The likelihood of
choosing any given method of transportation is proportional
to the distance between the starting point and the destina-
tion. For example, the probability of choosing a car, P(car),
is the ratio between the distance to the next village and the
maximum possible distance between villages. The probabil-
ity of walking or riding a bicyle is thus (1 — P(car)) and
P(bicycle) is always twice P(walk), thus there is a 2:1 ra-
tio between biking and walking. To ensure a non-negligible
probability of each travel type, P(car) has a max of 0.8 and
min of 0.2.

3.3 Truncated Levy Walk Mobility

The Truncated Levy Walk model is a purely statistical
model which draws values from a random distribution to
determine the distance traveled and angle of movement for
each new destination, as well as the pause time between
movements. It uses a power law distribution p(l) ~ = [24]
with 0 < @ < 2 to generate the flight lengths, which is
a heavy-tailed distribution causing a majority of the flight
lengths to be short, but with occasional long flights occur-
ring as well. Angles of movement are pulled from a uniform
distribution. Truncated Levy Walk is a type of power law
distribution that has been studied extensively for animal
patterns and recently has been shown to be promising as a
model for human mobility [9, 24]. Our implementation is
directly based on the model by Rhee et al. [24].

The primary characteristics of the mobility can be changed
by varying the power law exponent, «, and the truncation
factor, 7. The a parameter changes the ratio of short flights
to long flights: lower values of a cause longer flights. Mod-
ifying the distribution of flight lengths greatly impacts the
mobility pattern, as an increased number of long flights al-
lows nodes to travel further in the same period of time. Fig-
ure 2 shows the cumulative distribution function of the dis-
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Figure 2: Displacement CDF on a 2km x 2km grid
over 10 minutes with flight truncation = 1km, pause
truncation = 1000s, and pause o = .5

placement between the start and end points of a simulation,
showing much higher displacement for lower a values. The
truncation factor, 7 prevents flight lengths above a threshold
value. Intuitively, this represents the real-world limitations
imposed by our environment, such as obstacles limiting flight
length and the inability and unlikelihood of remaining still
for extremely long periods of time.

4. STATISTICS MODULE FOR OMNET++

To gain a better understanding of the fundamental char-
acteristics of mobility models for delay tolerant networks,
we developed a statistics package to collect data about rel-
evant aspects of mobility. This package not only allows us
to evaluate the aforementioned models, but it enables us to
compare different models on axes relevant to the success of
DTN communication protocols.

4.1 Design

We designed the statistics module to help us reason about
how characteristics of a given mobility model affect the per-
formance of routing and other higher layer protocols. We
also intend for these statistics to enable us to draw conclu-
sions about how mobility models are similar and how they
differ. For example, it would be interesting to discover that
two models that appear to be quite different on the sur-
face result in similar values for those metrics which end up
governing the performance of a given routing protocol.

Our first iteration focuses strictly on mobility character-
istics and does not collect information from the specific ra-
dio model (for example by querying the radio for SNR or
dropped frame information) or any networking protocols or
applications which may be in use on a node. This is a bene-
fit in that it makes the module highly portable, and no code
changes are necessary to use it. The only changes which
are required are changes to the network definition files and
a global configuration file. However, this is also a draw-
back in that the statistics module cannot track buffer space,
signal-to-noise ratios, or a variety of other possibly inter-
esting variables. Since our statistics module is independent
of any specific radio implementation, it cannot reason about
connectivity—instead we consider possibilities for connectiv-
ity, and opportunities for message exchange given an ideal



radio range. Since we do not implement any specific physi-
cal radio model, we allow users to define a contact “range,”
and if two nodes are in range of each other, we record their
potential interaction. We also assume that any given con-
tact can result in a successful message exchange. This is
obviously not always true, but it is useful data in generat-
ing an upper bound on communication potential and helps
us better understand the characteristics of different mobil-
ity models. In our next version we hope to query the actual
physical radio module to provide connectivity information
in addition to the ideal contact data we currently provide.

The statistics module currently collects the following statis-
tics for every node in a network:

Core Statistics: The statistics module samples each
node on a user-defined interval. It collects the following ba-
sic statistics for each node in the network and records their
time-varying values and their averages: node position, num-
ber of neighbors, and number of unique neighbors (which
indicates how many other unique nodes the node encoun-
tered during the course of the simulation).

Connection and Partition Tracking: Additionally,
the statistics module records possibilities for connections,
or “contacts”, every time two nodes come within ideal radio
range of each other. It records the number of these contacts
over the lifetime of the simulation and their average dura-
tion per node. It also tracks the number of partitions in the
network, their sizes, their memberships, and the number of
disconnected nodes at any given time.

Relative Mobility: The statistics module also samples
the position of all nodes on a separate user-defined timer
and records the relative velocities of all nodes with respect
to each other. This metric is used to calculate the total
relative mobility of the network using an algorithm given
in [12]. Relative mobility is a useful scalar for describing the
level of degree of node movement in a network.

Message Delivery Possibilities: We have also defined
a notion of potential message delivery opportunity. A given
simulation can be split up into any number and duration of
“epochs” during which every node starts with a unique mes-
sage and attempts to deliver it to every other node. Since
we are not dealing with real radios and real buffers, this
is not an indication of how any specific routing algorithm
would perform. Rather, we have developed an oracle that
shows how a perfect routing algorithm might perform. Any
contact between two nodes results in an exchange of every
unique message they currently hold, and each node records
the time at which it receives any message it did not already
have. In this way, we establish a best case delivery latency
for every message in the system and can also easily see which
(if any) messages remain undelivered at the end of the simu-
lation. Since the user can define any number of epochs for a
given simulation, it is easy to see how the delivery potential
changes over time due to the nature of the mobility model.

4.2 Implementation

Our statistics package is implemented as a pair of OM-
NeT++ modules designed to work with the mobility model
architecture of the INET framework. Our modules can be
dynamically linked into any simulation that includes the li-
braries exported by the INET framework. The first module,
MobStats, is replicated once in each node and collects infor-
mation about changes to the host’s position. MobStats re-
ports these changes to the second module, StatisticsCon-
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Figure 3: Architecture Overview

trol, which processes the node movements into statistics.
StatisticsControl is global to the simulation and also has
a set of internal timers that determine how often it samples
and calculates relative mobility, message delivery epochs,
etc. Figure 3 shows the components of a simulation—we
have included the ChannelControl module to illustrate the
similarity of our architecture to that of the INET frame-
work. The statistics module generates a set of output files
that contain the time-varying data it collects and their av-
erages. New interpretations of the data are easy to create
since users are free to parse the data in any way they choose.
The statistics module has a number of configuration options
that determine the data it collects and how often certain
data is sampled; interested parties are invited to download
our code and documentation available at [23].

S. EVALUATION

We evaluated the three models we implemented and the
random waypoint mobility model included with the INET
framework using our statistics package. In this section, we
describe the simulation setup and our results.

5.1 Simulation Setup

Each mobility model was evaluated with 50 nodes across
a Tkm x Tkm landscape for a duration of 12 hours. The
position of the nodes on the landscape was updated every
second. A reflective boundary condition was used with all
of the models to handle edge effects.

Random waypoint mobility. A constant speed of 10m/s
was used for all flights. Between flights, nodes paused for
1-10 seconds (uniformly distributed).

Zebra mobility. The landscape contained two grazing
areas with sizes of lkm x 3km and 3km x 3km located at
[1000,1000] and [4000,4000] respectively, along with a single
watering hole located at [1500,5000]. Each zebra visited the
watering hole every 4-6 hours (independent and uniformly
distributed with one second granularity). Grazing speed was
2m/s with a speedup factor of 5x used while roaming. Ze-
bras paused at their destinations for 0-10 seconds (uniformly
distributed) before moving towards their next target.

Village mobility. We used the villages and their relative
positions as shown in Figure 1. The villages all had radii of
370m except the center village, which had a radius of 650m.



(a) Random waypoint (b) Zebra
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Figure 4: Motion traces for Random Waypoint, Zebra, Village, and Levy Walk (¢=0.5 and a=1.5)
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Figure 5: CDF of Ideal Minimum Delivery Latency
for all simulations

The maximum road distance was 3500m. The speeds used
for walking, biking, and driving were 2m/s, 7m/s, and 20m/s
respectively. The likelihood of each mode of transportation
was set as described in Section 3.2. The center village was
assigned an initial population of 25 hosts, with all of the
outlying villages assigned a population of 5. This models
a large central city with a periphery of surrounding small
villages, with the majority of travel occurring to and from
the center village from the outside ones. The probability of
choosing home as a next destination was set to 0.7, staying
in the current village as 0.2, and choosing a new village as
0.1.

Truncated Levy walk. We used two scenarios to show
how modifications to the power law exponent « affect the
mobility statistics. Although it is not required for a Levy
Walk to use the same distribution for pause times, a Levy
Walk distribution with opeuse = 1.0s and Tpause = 1000s
was used to generate pause times for both runs. The dif-
ferent flight length exponents afiign: used were 0.5 and 1.5,
both with a truncation factor Tiengen = 3500m. We used
a constant speed of 10m/s, and scaling factors of 10 and 1
were used for the flight and pause distributions.

5.2 Results

Not surprisingly, the mobility models resulted in very dif-
ferent movement patterns, as illustrated in Figure 4 which
shows the path that one node took during the course of
the 12 hour simulation for each of the five mobility mod-
els. Comparing Figure 4(c) and (d), one can easily see how
changing the « value of the Levy Walk mobility model re-
sults in a much smaller roaming area for the nodes, and how
any given node in (d) will explore a much larger area of the
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Figure 6: CDF of Ideal Minimum Delivery Latency
for all simulations except Levy (a=1.5)

simulation than a node in (e). It is also interesting to note
that zebra mobility results in a trace that is similar to ran-
dom waypoint, but with less overall movement. The reason
for this is simply that the zebra mobility model is essen-
tially a random waypoint with a slight bias towards staying
in grazing areas once a zebra encounters one.

5.2.1 Ideal Minimum Delivery Latency Performance

The ideal minimum delivery latency characterizes how fast
a message could be delivered given the ideal message delivery
possibilities calculated by the statistics module according to
the metric described in Section 4.1. Any contact between
two nodes results in an exchange of every unique message
they currently hold. We record the time when nodes receive
new messages, and this latency distribution characterizes
the ideal routing performance of the network. We defined
four epochs evenly spaced in the 12 hour simulation and
attempted to deliver new messages at the start of the simu-
lation, three hours in, six hours in, and nine hours into the
simulation. Figures 5 and 6 show the cumulative distribu-
tion function of the ideal minimum delivery latencies of the
different mobility models, averaged across the four epochs.
Figure 5 includes all five mobility models to illustrate how
radically different Levy walk (with a=1.5) is from the rest
of the mobility models. In fact, Levy walk (a=1.5) is the
only mobility model which failed to deliver every message
by the end of the simulation—this is easily seen since the
CDF does not reach the top of the graph. If we remove
Levy (a=1.5) from the graph, we get Figure 6, which more
clearly illustrates the differences between the first four mo-
bility models. As we can see from this graph, zebra mobility



and Levy walk mobility (with @=0.5) performed very simi-
larly, and were both outperformed by random waypoint and
village mobility. It is interesting to note that the village
mobility CDF shoots straight up to 0.3, and then levels off
from there. This is due to the internally well-connected na-
ture of the villages. At the beginning of any given epoch,
co-located nodes are able to deliver their messages almost
immediately, and only those nodes which are in transit or
in different villages are unable to receive them until later.
We did not include a graph of the CDFs of different epochs
within a single simulation since none of the mobility models
exhibited a significant variance in ideal minimum delivery
latency performance between epochs.

5.2.2 Aggregate Analysis

The aggregate statistics can be seen in Table 1. From
this table we can draw several conclusions. First, if we as-
sume that a given node is equally likely to send a message
to any of the other nodes in the network, Levy walk (a=1.5)
presents a difficult routing problem. Since the nodes are ini-
tially uniformly distributed across the simulation space, and
the roaming area of a Levy walk node is restricted to such
a small area of the simulation (see Figure 4(e)), nodes are
unlikely to wander far enough to meet many other nodes.
Even an infinite buffer epidemic routing scheme such as the
idealized “routing” we have modeled in our potential mes-
sage delivery calculation would fail to deliver certain mes-
sages. Levy walk («=1.5) nodes only had an average of 10.9
unique neighbors during the course of the simulation, com-
pared to the greater than 40 unique neighbors posted by
all other mobility models. This tends to imply an inverse
relationship between delivery possibilities and the average
number of unique neighbors encountered by any given node.
Table 1 also implies that a low relative mobility does not
play a significant role in routing, since all the other mobil-
ity models had higher relative mobility. Additionally, both
zebra mobility and village mobility managed longer aver-
age potential contact durations despite their higher relative
mobility metrics.

We also found that zebra mobility, which is very similar to
Levy walk (a=0.5), had the second worst ideal message de-
livery latency distribution. Statistically, random waypoint,
zebra mobility, and Levy walk are very similar, though ran-
dom waypoint outperformed both in terms of ideal delivery
latency. The major difference between them is the average
number of contacts per hour, or the rate at which a node
runs into other nodes. Since both zebra mobility and Levy
walk were somewhat localized (either because of a tendency
to stay in grazing areas, or due to the nature of power-
law distributed flight lengths), they encountered fewer new
neighbors over time, resulting in fewer opportunities to de-
liver fresh messages. In terms of potential routing perfor-
mance, the only mobility model better than random way-
point is village mobility, which is a highly localized mobil-
ity model since nodes can only exist in certain well-defined
places (within villages, or on roads). Village mobility also
has the largest average partition size and the highest average
contacts per hour metric (by quite a lot).

5.3 Simulation Performance

No discussion of the merits of any particular simulator
would be complete without a performance analysis. In fact,
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Figure 7: Performance of OMNeT++ with Statis-
tics Module

performance is one of the most often cited criticisms of com-
plex simulators such as OMNeT++; lightweight DTN simu-
lators such as ONE will outperform OMNeT++, sometimes
by several orders of magnitude. We feel that the perfor-
mance hit incurred is worth the benefit of a more capable
simulator. Figure 7 shows the number of simulated seconds
completed per one real-time second (essentially the speed-
up factor of the simulator) using our statistics module and
the random waypoint mobility model for different numbers
of nodes and different mobility update intervals. As can be
seen from the figure, increasing the number of nodes dra-
matically reduces the performance of the simulator. All
tests were done in a VMware environment running on a non-
dedicated dual-processor 2.80GHz Pentium machine with 2
GB of RAM. Even with such a non-ideal setup, we saw very
reasonable speed-up factors for simulations with fewer than
100 nodes. We also feel that computational resources are
sufficiently cheap and ubiquitous that even simulations that
operate at near real-time are not out of the question, de-
pending on the desired time-scale.

6. CONCLUSION AND FUTURE WORK

In this paper we have argued for standardizing DTN sim-
ulations to a single capable simulator, and we have conjec-
tured that OMNeT++ (plus the INET framework) is an
acceptable option. We have implemented three mobility
models—Zebra Mobility, Village Mobility, and Levy Walk
Mobility—in OMNeT++ and have made our code available
online [23]. We have also implemented a statistics module
for OMNeT++ which, by collecting information about node
movements in a simulation, generates statistics by which dif-
ferent mobility models can be compared. These statistics
can also be used to reason about how different characteris-
tics of the mobility models affect routing performance, and
the function of other higher layer protocols. We presented
our analysis of the three mobility models we added to OM-
NeT++ plus random waypoint mobility which was already
available.

We plan to implement additional mobility models and are
already working on a group mobility model based on Village
mobility (but with roving “city centers”), and recent work in
the area of mobility models such as the Working Day Move-
ment Model [7] suggest others we should implement. Addi-



Table 1:

Random Waypoint Zebra Village Levy (a=0.5) | Levy (a=L1.5)
Num. of Neighbors 0.26 0.40 3.89 0.19 0.17
Contacts/hr 48.89 21.15 134.86 26.58 10.41
Contact Duration 19.77 sec 69.90 sec | 104.14 sec 25.62 sec 59.27 sec
Unique Neighbors 48.99 47.40 49.00 46.61 10.92
Partition Size 2.19 2.33 4.42 2.09 2.09
Num. of Partitions 43.80 41.20 24.70 45.50 45.97
Num of Discon. Nodes 38.60 34.53 17.00 41.40 42.26
Relative Mobility 11.40 6.61 5.68 10.00 5.32

tionally, we will need to implement a suite of popular DTN
routing protocols, such as PRoPHET [17]. Most research in
the area of delay tolerant networking relies on simulation to
validate ideas. Since the validity of simulation depends on
the realism of the underlying radio model, we are also exper-
imenting with different radio modules for OMNeT++. Fi-
nally, no DTN simulation suite would be complete without
an implementation of the DNTRG’s Bundle Protocol [25]
and this is also left as future work.
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