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ABSTRACT
Many protocols exist for supporting routing in mobile ad
hoc networks (MANETs). Selecting a particular protocol
for an application or deployment environment involves eval-
uating many complex inter-dependent tradeoffs and can be
an overwhelming task for an application designer. However,
this decision can have a significant impact on the success
of a system in terms of performance, cost, and responsive-
ness. This paper introduces a design tool that automates
this evaluation process by controlling for environmental and
usage properties of an intended deployment. This provides
the foundation for a highly adaptive protocol suite that
leverages the relative benefits of competing communication
paradigms.

Categories and Subject Descriptors
A.26 [Mobile Computing and Applications]: Miscella-
neous; D.2.8 [Wireless Mobile Ad Hoc Network]: Rout-
ings—adaptive routing, performance measures

General Terms
MANET

Keywords
Routing Protocol Selection, Protocol Model, Target Deploy-
ment

1. INTRODUCTION
Mobile ad hoc networks (MANETs) are self-organizing

networks in which each node establishes communication links
without the help of an infrastructure. In MANETs, each
node acts as a router by forwarding data packets for other
nodes. One of the main issues in the design of MANETs is
the development of routing protocols that can efficiently find
routes from a source node to a specified destination node.
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Existing routing protocols can be divided into two cat-
egories: proactive routing protocols which maintain routes
between every pair of nodes and reactive routing protocols
where routes between nodes are created on-demand. Several
protocols exist in each category, each with different char-
acteristics. The selection of the most appropriate proto-
col depends on the environment (e.g., how fast the network
topology changes) and application requirements (e.g., how
latency-bound the applications are). In general, previous
work has shown that several factors, including the degree of
mobility and the types of traffic applications generate influ-
ence the performance of routing protocols in MANETs [4,
5, 8, 13]. Moreover, optimizing for metrics such as the aver-
age end-to-end delay and the average throughput is crucial
to meeting application requirements from the perspective of
the network layer. Marrying these application requirements
to the environmental and network factors can help select
routing protocols that best achieve application goals.

Our goal in this paper is to generate a tool that uses char-
acteristics of the environment and application requirements
to select the protocol most appropriate for a target net-
work deployment. We define network deployment to be the
combination of the network’s physical characteristics (e.g.,
mobility degree, density, error rate, etc.) and the character-
istics of the applications deployed in the network (e.g., rate
of traffic generated, number of communication endpoints,
application goals and requirements, etc.). Using our tool,
a software designer provides parameters defining the oper-
ational environment and applications’ requirements. The
tool then analyzes these parameters and compares them to
internalized models of protocols’ behavior under different
conditions. These models can be created from simulation
studies or real world experiments, and the tool allows mod-
els of new protocols to be inserted or existing models to be
updated. These models allow the tool to evaluate the de-
signer’s inputs and select the best protocol matching his or
her stated parameters.

While previous papers have presented the characteristics
of different routing protocols and have made comparisons
among them [5, 8, 13, 24], this paper describes a first ef-
fort at automating the analytical selection of the routing
protocol best suitable to a particular deployment. Our tool
incorporates specifications of the network’s applications’ re-
quirements and preferences to influence the protocol selec-
tion process. Ultimately, this work hopes to lead to a model
in which the routing protocol can be adjusted at run-time
to adapt to changing applications and network conditions.

The paper is organized as follows. Section 2 describes our
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Figure 1: Routing Protocol Selection Process

novel decision process and how we model protocol behavior.
Section 3 provides a brief background of the three routing
protocols we used to evaluate our tool. Section 4 presents
a motivating scenario and applies the process described in
Section 2 to the scenario. We summarize related work in
Section 5 and conclude in Section 6.

2. PROTOCOL SELECTION PROCESS
To fulfill applications’ requirements in MANETs, it is im-

portant to match an appropriate routing service to the net-
work deployment [16]. To that end, we have defined a pro-
cess that uses models of protocols’ characteristics, the target
network’s characteristics, and requirements of applications
expected in that network to analytically determine the op-
timal routing approach before deployment. In this section,
we describe this protocol selection process, which is depicted
in Figure 1. The process takes two types of inputs (envi-
ronmental information, and application requirements) and
returns the protocol most appropriate for the stated condi-
tions. In pre-design time, as shown on the right of Figure 1,
the process builds protocol behavior models by incorporat-
ing results from simulation and/or real world measurement,
followed by a behavior extraction process. Because the ac-
quisition of the model information takes a significant amount
of time, the models serve as input to the design-time pro-
cess, which is shown to the left of Figure 1. In design-time,
the process uses the protocol behavior models to recommend
a routing protocol through evaluation of expected applica-
tions’ requirements and network deployment. To support
general MANETs, multiple applications are assumed to run
in a single network, and the differing (sometimes even com-
peting) application requirements must also be considered.

2.1 Simulation and Measurement

The first step in generating the protocol behavior mod-
els, simulation and measurement, gathers information about
performance characteristics of candidate routing protocols.
This is a complicated undertaking since a protocol’s perfor-
mance depends on various parameters of a scenario. In Sec-
tion 4, to provide an example of the process at work, we have
run simulations for a variety of scenarios. These simulations
are not exhaustive and are simply used to demonstrate the
process of building protocol behavior models. When using
our process, protocol developers must provide adequate sim-
ulations or other measurements for their protocols.

Each scenario that helps generate a protocol behavior
model is affected by several parameters that fall in two
categories: topological parameters and traffic parameters.
The former indicate influences that nodes’ movements in a
topology have on a protocol’s performance, and the latter
represent effects by changing data traffic. The topological
parameters are highly correlated with the particular under-
lying movement model because each movement model has
radically different characteristics. For example, in the case
of the random waypoint mobility model [14], a node’s pause
time, a node’s maximum possible speed, and the node den-
sity are used as topological parameters. The pause time is
the time for which a node pauses before moving toward a
new destination, and the average node density is derived
from the number of total nodes and the rectangular size of
the area. As an another instance, for the reference point
group mobility model [11], topological parameters are the
number of groups, the number of nodes in each group, the
speed and angle deviation for a random motion vector, and
the checkpoint trace of the group leaders. The second cat-
egory of factors, the traffic parameters, consists of a data
traffic type, an average data payload size, a data sending
rate, and a source node density, which is defined as the num-
ber of source nodes among total nodes. When building the
protocol behavior models, the broader the set of data avail-
able to define the models, the more representative they will
be.

To move towards defining a protocol’s behavior model, af-
ter isolating parameters of the various topological and traf-
fic models, we need to define the performance metrics used
to measure different aspects of the protocol. The average
throughput, packet delivery ratio, and average end-to-end
delay are important metrics for best-effort networks. Other
performance metrics such as an average hop count or av-
erage routing byte overhead can also be important. For
any particular application, the most important metric or
metrics for evaluating an underlying communication proto-
col are defined by factors specific to that application. To
generate complete protocol behavior models, these scenario
parameters must be combined with several simulations or
real world experiments. This step produces the data that
represents performance characteristics of protocols for a va-
riety of conditions and performance metrics and is used in
the next step, to extract behavior models.

2.2 Behavior Extraction
Based on the results of the simulation and measurement

step above, we can create internalized models of protocols’
behavior. From several simulation results, the tendencies
of the identified performance metrics are estimated with re-
spect to particular scenario parameters. To generalize ten-
dencies, we use the least square data fitting method [9] to



extrapolate a model from the results of the simulation and
measurement step for a particular protocol. However, since
a performance metric can be dependent on more than one
independent scenario parameter, we use a multiple regres-
sion [19]. In the multiple regression, results from the simula-
tion and measurement step are taken as inputs, and the least
square fit model of the data is acquired. Namely, the multi-
ple regression generates complete protocol behavior models
with respect to intended scenario parameters. As a result,
the models are given as functions with inputs of scenario
parameters and outputs of performance metrics. For exam-
ple, one behavior model of a single protocol could present an
average throughput with respect to a mobility degree (mea-
sured, for example, as a pause time in the random waypoint
mobility model) and be constructed from the results of sev-
eral simulations where average throughputs are measured
for different mobility degrees. Then, for a given mobility
degree, an average throughput for a particular situation can
be retrieved from the model.

2.3 Requirement Analysis
Given protocol behavior models generated in pre-design

above, it is necessary to collect environment and application
information at design time because the information will be
different for each combination of network deployment and
expected applications. The environmental information de-
fines in which situation the applications will operate, and the
application requirements dictate what conditions should be
satisfied in order to achieve the goals of the applications.
Each application goal maps to one or more performance
metrics. For example, a goal of real-time voice communi-
cation might map to a minimum bandwidth required and a
maximum delay tolerated.

The requirement analysis step shown in Figure 1 extracts
information with which protocols are evaluated in the eval-
uation step with the protocol behavior model from the envi-
ronment information and application requirements. In order
to acquire user requirements, our tool allows a designer to
specify the particular requirements of one or more applica-
tions intended for deployment in the network. These map to
specific network performance metrics. The tool also gath-
ers information about the target environment, including the
relative speeds of nodes, network density, traffic patterns,
and the mobility model that is the closest match for move-
ment in that environment (e.g., a highway mobility model
for automobile networks or other domain-specific or generic
mobility models). The tool forces the user to choose from
among the mobility models for which results are available.
Finally, the designer also uses the tool to specify the relative
(weighted) importance of the applications, providing prior-
ities with which application requirements should be consid-
ered. We omit a detailed description of the tool’s interface
and instead focus in this paper on the tool’s inner-workings.
The environmental parameters the designer provides may
map to scenarios that have been simulated or measured of
the protocol behavior models or may require some interpre-
tation or extrapolation. For example, density specifications
can be accommodated by combining the number of nodes
with the physical area of a given simulation.

The metrics specified by the designer for each application
indicate the performances required to achieve the applica-
tions’ goals. Such performance metrics are indicative of the
quality of service a particular application expects from the

Table 1: Priority Information Table
Applications

Weight Factor app.1 app.2 · · · app.j

application wapp
1

wapp
2

· · · wapp
j

performance metric 1 wpm
11

wpm
12

· · · wpm
1j

performance metric 2 wpm
21

wpm
22

· · · wpm

2j

· · · · · · · · · · · · · · ·
performance metric i wpm

i1 wpm
i2 · · · wpm

ij

underlying communication protocols. Take, for instance, an
application that sends urgent messages that should be de-
livered within 5 seconds and with very high reliability over
90%. In this example, the performance metric requirements
for the application are a maximum end-to-end routing delay
of 5 seconds and a minimum packet delivery ratio of 90%.
In the end, the designer specifies a set of such performance
requirements for each application expected to be deployed
in the network.

Finally, in many cases, a user wants to consider a partic-
ular application to be more important than others. In such
cases, the more important application’s performance metric
should be weighted more significantly with respect to other
less important applications. To represent this, we associate
priority information with both individual applications and
performance metrics selected for each application. Each pri-
ority weight factor reflects the importance of each element
(i.e., an application or a performance metric). The weight
factor is assumed to have a value from 1 (least important)
to 10 (most important). For applications, the application
weights are given by the designer according to the relative
significance of applications, and for each application, the
performance metric weights are assigned considering which
metric is critical to achieve the particular application’s goals.
Table 1 shows the priority information table in general form;
as shown the priority information reduces to a simple weight
applied to each of the metrics considered for each applica-
tion. The priority information represented in Table 1 will
be used in Section 2.4. An application may not have re-
quirements for some performance metrics; in such cases, the
application’s weights for those metrics are 0.

2.4 Evaluation
The final step in Figure 1, evaluation, determines the

most appropriate routing protocol given the protocol be-
havior models as input and the results from the requirement
analysis step. For each protocol, we compare its compati-
bility to the performance metric requirements. The proto-
col behavior models evaluated on performance metrics and
the scenario parameters produce the expected values of the
pertinent metrics, and these values are compared with the
performance metric requirements. To generate a quanti-
tative decision, we introduce a preference value; the value
states how favorable a particular protocol is with respect to
the performance metric. Since smaller preference values are
more favorable, the preference value is defined in two ways,
depending on whether the performance metric is maximizing



Table 2: Preference Value Table
Applications

Performance Metric app.1 app.2 · · · app.j

metric 1 pk
11 pk

12 · · · pk
1j

metric 2 pk
21 pk

22 · · · pk
2j

· · · · · · · · · · · · · · ·

metric i pk
i1 pk

i2 · · · pk
ij

Sum Sk
1 Sk

2 · · · Sk
j

or minimizing:

pk
ij =

8><>: |sk
ij−rij |

rij
sk

ij < rij(if rij is min.req.), or

sk
ij > rij(if rij is max.req.)

0 otherwise, or rij is not defined
(1)

where, with respect to the k-th routing protocol, pk
ij is the

preference value for the j-th application and the i-th perfor-
mance metric, and similarly sk

ij , rij are the simulated value
for the k-th routing protocol and the application require-
ment respectively. A preference value of 0 indicates that
the k-th routing protocol is expected to exactly fulfil the
application requirement for the j-th application and the i-
th performance metric; if rij is not defined, the preference
value is defined to be 0.

When the preference values for each application are ac-
quired, our tool constructs a preference value table such as
Table 2 for each target protocol. The priority information is
then applied to preference values to consider the relative im-
portance among performance metrics and applications. For
each application, the performance metric weight factor from
Table 1 is applied to Table 2, and the weighted sums that
result have the following form:

Sk
j = P k

j × W pm
j (2)

where, P k
j is [ pk

1j pk
2j · · · pk

ij ], and W pm
j is defined as

the performance metric weight factors for the j-th appli-
cation, which is [ wpm

1j wpm

2j · · · wpm

ij ]T from Table 1.
Then, to differentiate the importance among applications,
the application weight factor is applied to a vector of Equa-
tion 2. Equation 3 shows the total weighted sums of the
preference values with respect to the k-th routing protocol.

Sk
total = Sk × W app (3)

where, Sk is [ Sk
1 Sk

2 · · · Sk
j ], and W app is de-

fined as the application weight factors, represented as
[ wapp

1
wapp

2
· · · wapp

j ]T (the first row of Table 1).
For each routing protocol, the total weighted sum is ac-

quired, and a routing protocol that has the smallest total
weighted sum is determined as more favorable with respect
to satisfying the applications’ requirements.

3. ROUTING PROTOCOLS REVIEW
To provide a variety of models for the initial evaluation

of our tool, we modeled the behavior of three protocols.
For completeness, this section provides a brief overview of
the three protocols we chose to use as samples. Our tool
is completely independent of the protocols, and models of
other protocols’ behaviors (or models updated from those
we used) can be swapped into the tool.

3.1 AODV
Ad-hoc On-demand Distance Vector routing (AODV) [23]

is an example of a reactive routing protocol, or a protocol
that creates routes on-demand. In AODV, when a node S
needs a route to a node D, S broadcasts a ROUTE RE-
QUEST which is flooded in a controlled manner until the
packet reaches D or a node that has a fresh route to D.
While forwarding the ROUTE REQUEST, each node cre-
ates temporary routing table entries for the reverse route.
After finding a route to D, a ROUTE REPLY is unicast
to S following the reverse route. The routing table entry is
deleted after a specified time-out period. In AODV, each
node sends a periodic HELLO packet to notify its neighbor
nodes of its presence, and this information is used to main-
tain valid routes. If a node does not receive an expected
HELLO packet from a neighbor (i.e., a HELLO packet from
a neighbor through which it is maintaining a route), the
node creates a ROUTE ERROR packet that is sent to the
nodes that use the route.

Since AODV data packets contain no routing information,
they are small, and the overhead of routing once routes are
established is minimal. However, while the periodic HELLO
packets can help ensure fresh routes in the dynamic environ-
ment, they generate unnecessary packet overheads in more
static environments.

3.2 DSR
Dynamic Source Routing (DSR) [15] is also a reactive

routing protocol but uses the source routing paradigm. In
DSR, when a node S wants to send a data packet to a node D
and S does not have a valid route in its route cache, S initi-
ates a route discovery. S broadcasts a ROUTE REQUEST
packet that is flooded within the network in a controlled
manner. When a node receives the ROUTE REQUEST, if
the node is the destination or has a valid route in its route
cache, it sends a ROUTE REPLY. Otherwise, the node for-
wards the ROUTE REQUEST, appending its address to the
list of nodes the ROUTE REQUEST has traversed. Since
the ROUTE REQUEST records the nodes on the path, the
ROUTE REPLY packet can deliver to S the complete path
to D. DSR makes aggressive use of the route cache for
the reduction of ROUTE REQUEST packets by learning or
overhearing the route from the ROUTE REQUEST/REPLY
packets.

Since each DSR data packet carries the complete route
from the source to the destination in the header, the inter-
mediate nodes do not need to maintain the routing informa-
tion. In addition, nodes do not need to advertise themselves
periodically. However, every data packet carries an entire
route as part of its payload, increasing the overhead associ-
ated with forwarding data packets.

3.3 DSDV
The third protocol we look at, Destination Sequenced Dis-

tance Vector (DSDV) [22], is a proactive routing protocol.
Each node in the MANET maintains the next-hop and dis-
tance for all reachable destinations in the network. In ad-
dition, for loop-free routing, each route entry in the rout-
ing table has a sequence number, and a greater sequence
number indicates more recent route information. All of the
nodes periodically exchange distance vector updates to en-
able them to maintain valid routes to destinations. When a
node A detects a link failure to its neighboring node B, A



advertises routes via B with an infinite hop count, eventu-
ally propagating the new distance vector information to all
other nodes.

Using periodic route updates, each node maintains up-to-
date route information. Thus, although the routing over-
head can be greater than reactive routing protocols, the de-
lay from the time a source wants to send a message until
the node starts sending the message is quite short, in con-
trast to the reactive protocols that each must initiate a route
discovery first.

4. MOTIVATING SCENARIO
In this section, we present a motivating scenario, a disas-

ter recovery deployment, and demonstrate how our process
is applied in this deployment. We first describe the opera-
tional environment and then demonstrate the steps of the
process through to protocol selection. We include details
of building (limited) protocol behavior models for the three
protocols described in the previous section.

4.1 Scenario Overview
In a disaster recovery situation, various groups of first

responders are deployed into an area in which the com-
munication infrastructure may be inaccessible or even de-
stroyed. In these situations, people with varying tasks, e.g.,
emergency medical technicians (EMTs), firemen, policemen,
search and rescue officers, etc., must perform concurrent
tasks. They each collect information about the site (e.g.,
hot spots, smoke density, location of survivors, etc.) and
benefit from accessing data collected by others. In such an
area void of an infrastructure, a MANET can be a good so-
lution. For the deployed MANET to fulfill the various users’
and applications’ requirements, it is necessary to determine
the most favorable communication mechanism to use in the
network.

4.2 Process in Pre-design Time
The first step in determining an appropriate communica-

tion protocol with our tool is ensuring that the tool contains
protocol behavior models for the available protocols. For
the usual case, these protocol behavior models will already
be resident in the tool; we briefly detail how we generated
simplified models to evaluate the effectiveness of our initial
proof-of-concept tool. Ideally, the tool will use complete pro-
tocol behavior models, but for a simple case study we restrict
the model to three performance metrics: packet delivery ra-
tio, average end-to-end delay, and average throughput, and
we vary measurements within the model based only on two
scenario parameters: the degree of mobility and the num-
ber of source nodes. Although this model is restricted, it is
enough to show that our process is useful to determine the
most favorable routing protocol using characteristics of the
environment and application requirements.

To build our limited protocol behavior models, we con-
ducted several simulations using the ns-2 network simula-
tor [26]. The simulation parameters are summarized in Ta-
ble 3, where the only two variable parameters are the num-
ber of traffic sources and the pause time, a measure of mo-
bility degree in the random waypoint mobility model. For
each pause time from 1 to 900 at possible intervals of 50
(i.e., a total of 19 pause times) and each number of sources
(i.e., a total of 10 different numbers of source nodes), we
simulated 10 times for each protocol.

Table 3: Simulation Parameters
Parameters Value

Network Size 1500 m x 300 m
Simulation Time 900 sec.

Number of Mobile Hosts 50
Traffic Type Constant Bit Rate
Packet Size 512 bytes

Packet Transmission Rate 4 packets/sec.
Number of Traffic Sources 3,6,9,12,15,18,20,24,27,30

Movement Model Random Waypoint Model
Mobile Hosts Max. Speed 1 m/sec.

Pause Time 1, 50, 100, · · · , 850, 900

With the simulation results, we derived a protocol behav-
ior model for each of the protocols in Section 3 on each of
the above three performance metrics. Since there were two
independent variables (i.e., pause time and the number of
source nodes), we used the least square method for multiple
variables to fit a smooth model to the simulation data. Ta-
ble 4 shows the derived protocol behavior models for three
target protocols on three performance metrics; the protocol
behavior models are represented as equations with two in-
dependent variables, p and s, which stand for a pause time
and the number of source nodes1. From the pertinent equa-
tions in Table 4, we can retrieve the performance metrics
with a pause time and the number of source nodes in the
specific situation. Figure 2 presents simulation results for
each pause time and each number of source nodes and mul-
tiple regression results for simulations; simulation results are
depicted as dots and multiple regression results as a surface.

4.3 Process in Design Time
In a disaster recovery scenario, a designer provides our

process with environment information and application re-
quirements in design time. Determining the most favorable
routing protocol for a particular situation leverages specifics
about the movement in that situation (for example, move-
ment in disaster areas has generated a realistic movement
model [1]). In this example, we assume 50 first responders
are distributed in a disaster area, and each responder follows
the random waypoint model at the maximum possible speed
of 1m/s (this simplifies the models we had to create above,
and is sufficient to demonstrate how our tool works). Since
first responders move actively, they do not take a long rest
in one position but try to move continuously for prompt ac-
tion. This ”active” environment specification is translated
into a low pause time; in this case our tool chose 100 seconds
of the pause time for the random waypoint mobility model.
For a different movement model, this level of activity may
translate to a different parameter specific to that model; this
translation is handled by the tool depending on the model.
These parameters are entered into our tool by the deployer
of the disaster recovery network. Each responder communi-
cates with other responders in a peer-to-peer manner, and
the network supports four applications: 1) voice communi-
cation, 2) location information exchange 3) command dis-
patch, and 4) snapshot transfer. All application data is sent
in 512 byte UDP packets. On average, 20 communication

1In the table, PDR, DLY, and THR stand for the packet
delivery ratio, the average end-to-end delay, and the average
throughput, respectively.



Table 4: Protocol Behavior Model
f(p, s) = a0 + a1 · p

1 + a2 · p2 + a3 · p
3 + a4 · p

4 + a5 · s1 + a6 · s2 + a7 · s3 + a8 · s4

a0 a1 a2 a3 a4 a5 a6 a7 a8

AODVPDR 9.27 · 10
1

2.78 · 10
−2

−1.46 · 10
−6

2.49 · 10
−7

−1.37 · 10
−10

2.84 · 10
0

−2.74 · 10
−1

3.12 · 10
−3

4.35 · 10
−5

DSRPDR 8.65 · 10
1

3.83 · 10
−2

−1.98 · 10
−4

3.42 · 10
−7

−1.93 · 10
−10

5.67 · 10
0

−6.07 · 10
−1

1.46 · 10
−2

−7.83 · 10
−5

DSDVPDR 9.13 · 10
1

3.11 · 10
−2

−1.41 · 10
−4

2.32 · 10
−7

−1.26 · 10
−10

1.08 · 10
0

−8.20 · 10
−4

−9.29 · 10
−3

2.21 · 10
−4

AODVDLY 6.48 · 10
−2

−1.14 · 10
−3

4.83 · 10
−6

−7.71 · 10
−9

4.16 · 10
−12

3.43 · 10
−2

−1.00 · 10
−2

8.84 · 10
−4

−1.67 · 10
−5

DSRDLY 2.90 · 10
0

−2.81 · 10
−3

1.24 · 10
−5

−2.43 · 10
−8

1.51 · 10
−11

−1.16 · 10
0

1.39 · 10
−1

−4.73 · 10
−3

5.15 · 10
−5

DSDVDLY −7.13 · 10
−2

−2.74 · 10
−3

1.78 · 10
−5

−3.38 · 10
−8

1.98 · 10
−11

8.90 · 10
−2

−2.47 · 10
−2

2.02 · 10
−3

−3.76 · 10
−5

AODVTHR 1.17 · 10
1

5.42 · 10
−3

−2.88 · 10
−5

4.97 · 10
−8

−2.75 · 10
−11

1.63 · 10
0

−2.07 · 10
−1

8.49 · 10
−3

−1.11 · 10
−4

DSRTHR 1.12 · 10
1

5.93 · 10
−3

−2.82 · 10
−5

4.79 · 10
−8

−2.71 · 10
−11

1.86 · 10
0

−2.31 · 10
−1

8.92 · 10
−3

−1.11 · 10
−4

DSDVTHR −3.24 · 10
1

9.49 · 10
−3

−1.03 · 10
−6

5.05 · 10
−9

−1.07 · 10
−13

6.52 · 10
0

2.05 · 10
−1

−4.64 · 10
−3

−4.64 · 10
−5

(a)

(b)

(c)

Figure 2: Simulation Results: (a) packet delivery ratio, (b) average end-to-end delay, and (c) average through-
put

channels are expected to be set up between pairs of respon-
ders at any given time. In case of voice communication,
the G723.1 audio codec is used. The command dispatch ap-

plication is assumed to be the most important among the
four applications, and it is necessary to guarantee delivery
of the command. Having consistent up-to-date location in-



Table 5: Performance Metric Requirements - Disas-
ter Recovery Scenario

Applications
Performance Metric voice location command snapshot

throughput (kbps) 6.4 0.3 1 1.6
delivery ratio (%) 90 50 95 90

delay (s) 1 5 3 undefined

Table 6: Priority Information - Disaster Recovery
Scenario

Applications
Weight Factor voice location command snapshot

application 5 1 10 3
throughput 7 1 9 3

delivery ratio 5 3 10 5
delay 10 10 7 0

formation is not as important, partly because the updates
are sent periodically and if a few are missed, the applica-
tion can survive. Therefore the location application has the
lowest priority; the other two applications fall in between.

From the requirement analysis step, the above environ-
ment parameters, performance metric requirements, and pri-
ority information are derived from the information provided
by the designer. Performance metric requirements are in-
ferred from application requirements. In the voice commu-
nication application, it is known that the G723.1 audio codec
requires 6.4 kbps as a bandwidth [12, 20]. In addition, the
audio packets are required to arrive within 1 second and to
deliver under 15 percent packet loss. Similarly, the other ap-
plications are described with respect to a minimum through-
put, a minimum delivery ratio, and a maximum delay. Ta-
ble 5 shows the specific performance metric requirements for
our simple case study.

Priority information is also constructed from the require-
ment analysis step; it is shown in Table 6. In the command
dispatch application, since the delivery certainty is the most
significant, 10 is assigned to the pertinent performance met-
ric weight factor (i.e., deliver ratio weight factor). Similarly,
the end-to-end delay and throughput weight factor have 8
and 1 as weight factors in the command dispatch applica-
tion.

With derived parameters in design time and the proto-
col behavior model in pre-design time, we can construct the
preference value table (i.e., Table 2). In the final stage, we
calculate the total weighted sum of the preference values
with respect to three routing protocols; Table 7 is the re-
sult for our simple case study. Therefore, for the situation,
AODV is determined to be the most appropriate routing
protocol among three routing protocols.

In other situations, application weights can differ from
Table 6; each responder must notify his or her position as
exactly as possible, and voice communication is unimpor-

Table 7: Total Sum of Weighted Preference Values
Routing Protocols

AODV DSR DSDV

Sk
total 31.88 330.72 69.17

tant since responders are unable to speak due to poisonous
fumes. In this situation, when application weights are as-
signed to 0, 10, 9, and 6 for voice, location, command, and
snapshot application respectively, our tool shows that DSDV
is more suitable than AODV or DSR2 demonstrating that
changing application requirements or even just the weights
associated with them can have a significant impact on the
”ideal” protocol for deployment.

5. RELATED WORK
While most of the related previous work has provided sim-

ulation results to compare the performance of routing pro-
tocols, some work has discussed using the results to select a
routing strategy [16]. We build on this to describe a tool that
automates the analytical selection of the most appropriate
routing protocol for a particular deployment. To support
our tool, it is necessary to build protocol behavior models
described by parameters enumerated above.

In general, node mobility is one of the most important
factors influencing to characteristics of routing protocols in
MANETs. For that reason, several studies on a modeling
of the mobility have been made [3, 6, 7, 11, 13, 25]. This
work has focused on how to describe a node’s movement in
a MANET more realistically. They also demonstrated that
routing protocols showed different performance with differ-
ent movement models. Other work has created a mobility
models and simulation results that describe a specific real
world situation [1]. Our work builds on these approaches
to allow realistic models and results that come from using
them to guide network deployers in the proper selection of
routing protocols.

Recently, work on an autonomic routing in MANETs has
been published [17, 18]. Autonomic routing protocols orig-
inate from autonomic computing [10, 21] where a system
adapts to its environment dynamically. In an autonomic
routing system, an adaptive routing service is provided to
mobile nodes, guaranteeing consistency, smoothness, and ef-
ficiency [18]. Recent work [2] summarizes the main design
issues for autonomic routing, which focus on real-time adap-
tation at an increased cost in terms of overhead and delay.
Our approach is different from autonomic routing; while au-
tonomic routing focuses on interoperability among routing
protocols, we find the most favorable routing protocol in a
particular situation. However, the approaches can be com-
plementary in that their combination has the potential to
provide a highly adaptive protocol suite.

6. CONCLUSIONS AND FUTURE WORK
In this paper, we described a novel design tool to support a

software designer in selecting the most appropriate routing
protocol for a target network deployment. Using environ-
ment characteristics and application requirements input by
the designer, the tool analyzes the information and refers to
protocol characteristic models (generated from simulations
or real world experiments).

To extend this work, further research can investigate how
to more effectively create general protocol behavior models.
Furthermore, our work can be developed to a tool for the
real-time routing protocol decision. However, to extend to
the real-time adaptive protocol scheme, we must solve the

2The total sum of weighted preference values for AODV,
DSR, DSDV are 24.18, 101.95,and 23.27, respectively



complicated problems such as the real-time sensing of envi-
ronmental information and the consistency while switching
a routing protocol in MANETs. This approach supports
a highly adaptive protocol suite that leverages the relative
benefits of competing communication paradigm.
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